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SPEECH INTELLIGIBILITY PREDICTOR
AND APPLICATIONS THEREOF

TECHNICAL FIELD

[0001] The present application relates to signal processing
methods for intelligibility enhancement of noisy speech. The
disclosure relates in particular to an algorithm for providing a
measure of the intelligibility of a target speech signal when
subject to noise and/or of a processed or modified target
signal and various applications thereof. The algorithm is e.g.
capable of predicting the outcome of an intelligibility test
(i.e., a listening test involving a group of listeners). The dis-
closure further relates to an audio processing system, e.g. a
listening system comprising a communication device, e.g. a
listening device, such as a hearing aid (HA), adapted to utilize
the speech intelligibility algorithm to improve the perception
of'a speech signal picked up by or processed by the system or
device in question.

[0002] The application further relates to a data processing
system comprising a processor and program code means for
causing the processor to perform at least some of the steps of
the method and to a computer readable medium storing the
program code means.

[0003] The disclosure may e.g. be useful in applications
such as audio processing systems, e.g. listening systems, e.g.
hearing aid systems.

BACKGROUND ART

[0004] The following account of the prior art relates to one
of'the areas of application of the present application, hearing
aids. Speech processing systems, such as a speech-enhance-
ment scheme or an intelligibility improvement algorithm in a
hearing aid, often introduce degradations and modifications
to clean or noisy speech signals. To determine the effect of
these methods on the speech intelligibility, a subjective lis-
tening test and/or an objective intelligibility measure (OIM)
is needed. Such schemes have been developed in the past, cf.
e.g. the articulation index (Al), the speech-intelligibility
index (SII) (standardized as ANSI S3.5-1997), or the speech
transmission index (STI).

DISCLOSURE OF INVENTION

[0005] Although the just mentioned OIMs are suitable for
several types of degradation (e.g. additive noise, reverbera-
tion, filtering, clipping), it turns out that they are less appro-
priate for methods where noisy speech is processed by a
time-frequency (TF) weighting. To analyze the effect of cer-
tain signal degradations on the speech-intelligibility in more
detail, the OIM must be of a simple structure, i.e., transparent.
However, some OIMs are based on a large amount of param-
eters which are extensively trained for a certain dataset. This
makes these measures less transparent, and therefore less
appropriate for these evaluative purposes. Moreover, OIMs
are often a function of long-term statistics of entire speech
signals, and do not use an intermediate measure for local
short-time TF-regions. With these measures it is difficult to
see the effect of a time-frequency localized signal-degrada-
tion on the speech intelligibility.

[0006] The following three basic areas in which the intel-
ligibility prediction algorithm can be used have been identi-
fied:

[0007] 1) Online optimization of intelligibility given noisy

signal(s) only (cf. Example 1).
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[0008] 2) Online algorithm optimization of intelligibility
given target and disturbance signals in separation (cf.
Example 2)

[0009] 3) Offline optimization, e.g. for HA parameter tun-
ing. In this application, the algorithm may replace a listen-
ing test with human subjects (cf. Example 3).

[0010] In this context, the term ‘online’ refers to a situation

where an algorithm is executed in an audio processing sys-

tem, e.g. a listening device, e.g. a hearing instrument, during
normal operation (generally continuously) in order to process
the incoming sound to the end-user’s benefit. The term

‘offline’, on the other hand, refers to a situation where an

algorithm is executed in an adaptation situation, e.g. during

development of a software algorithm or during adaptation or
fitting of a device, e.g. to a user’s particular needs.

[0011] An object of the present application is to provide an

alternative objective intelligibility measure. Another objet is

to provide an improved intelligibility of a target signal in a

noisy environment.

[0012] Objects of the application are achieved by the inven-

tion described in the accompanying claims and as described

in the following.

A Method of Providing a Speech Intelligibility Predictor
Value:

[0013] Anobject ofthe application is achieved by a method
of providing a speech intelligibility predictor value for esti-
mating an average listener’s ability to understand a target
speech signal when said target speech signal is subject to a
processing algorithm and/or is received in a noisy environ-
ment, the method comprising

[0014] a) Providing a time-frequency representation x (m)
of a first signal x(n) representing the target speech signal in
a number of frequency bands and a number of time
instances, j being a frequency band index and m being a
time index;

[0015] b) Providing a time-frequency representation y(m)
of a second signal y(n), the second signal being a noisy
and/or processed version of said target speech signal in a
number of frequency bands and a number of time
instances;

[0016] c) Providing first and second intelligibility predic-
tion inputs in the form of time-frequency representations
x,*(m) and y;*(m) of the first and second signals or signals
derived there from, respectively;

[0017] d) Providing time-frequency dependent intermedi-
ate speech intelligibility coefficients d,(m) based on said
first and second intelligibility prediction inputs;

[0018] e) Calculating a final speech intelligibility predictor
d by averaging said intermediate speech intelligibility
coefficients d,(m) over anumber J of frequency indices and
a number M of time indices;

[0019] This has the advantage of providing an objective

intelligibility measure that is suitable for use in a time-fre-

quency environment.

[0020] The term ‘signals derived therefrom’ is in the

present context taken to include averaged or scaled (e.g. nor-

malized) or clipped versions s* of the original signal s, ore.g.
non-linear transformations (e.g. log or exponential functions)
of the original signal.

[0021] In a particular embodiment, the method comprises

determining whether or not an electric signal representing

audio comprises a voice signal (at a given point in time). A

voice signal is in the present context taken to include a speech
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signal from a human being. It may also include other forms of
utterances generated by the human speech system (e.g. sing-
ing). In an embodiment, the voice activity detector (VAD) is
adapted to classity a current acoustic environment of the user
as a VOICE or NO-VOICE environment. This has the advan-
tage that time segments of the electric signal comprising
human utterances (e.g. speech) can be identified, and thus
separated from time segments only comprising other sound
sources (e.g. artificially generated noise). Preferably time
frames comprising non-voice activity are deleted from the
signal before it is subjected to the speech intelligibility pre-
diction algorithm so that only time frames containing speech
are processed by the algorithm. Algorithms for voice activity
detection are e.g. discussed in [4], pp. 399, and [16], [17].

[0022] In a particular embodiment, the method comprises
in step d) that the intermediate speech intelligibility coeffi-
cients d (m) are average values over a predefined number N of
time indices.

[0023] Ina particularembodiment, M is larger than or equal
to N. In a particular embodiment, the number M of time
indices is determined with a view to a typical length of a
phoneme or a word or a sentence. In a particular embodiment,
the number M of time indices correspond to a time larger than
100 ms, such as larger than 400 ms, such as larger than 1 s,
such as in the range from 200 ms to 2 s, such as larger than 2
s, such as in a range from 100 ms to 5 s. In a particular
embodiment, the number M of time indices is larger than 10,
such as larger than 50, such as in the range from 10 to 200,
such as in the range from 30 to 100. In an embodiment, M is
predefined. Alternatively, M can de dynamically determined
(e.g. depending on the type of speech (short/long words,
language, etc.)).

[0024] Inaparticular embodiment, the time-frequency rep-
resentation s(k,m) of a signal s(n) comprises values of mag-
nitude and/or phase of the signal in a number of DFT-bins
defined by indices (k,m), where k=1, . . . , K represents a
number K of frequency values and m=1, . . ., M, represents a
number M, of time frames, a time frame being defined by a
specific time index m and the corresponding K DFT-bins.
This is e.g. illustrated in FIG. 1 and may be the result of a
discrete Fourier transform of a digitized signal arranged in
time frames, each time frame comprising a number of digital
time samples s, of the input signal (amplitude) at consecutive
points in time t,=q*(1/1,), q is a sample index, e.g. an integer

q=1, 2, ... indicating a sample number, and £, is a sampling
rate of an analogue to digital converter.
[0025] Ina particular embodiment, anumber J of frequency

sub-bands with sub-band indices j=1, 2, .. ., J is defined, each
sub-band comprising one or more DFT-bins, the j’th sub-band
e.g. comprising DFT-bins with lower and upper indices k1(j)
and k2(j), respectively, defining lower and upper cut-off fre-
quencies of the j’th sub-band, respectively, a specific time-
frequency unit (j,m) being defined by a specific time index m
and said DFT-bin indices k1(j)-k2(j), cf. e.g. FIG. 1.

[0026] In a particular embodiment, effective amplitudes of
a signal s, of the j’th time-frequency unit at time instant m is
given by the square root of the energy content of the signal in
that time-frequency unit. The effective amplitudes s; of a
signal s can be determined in a variety of ways, e.g. using a
filterbank implementation or a DFT-implementation.

[0027] In aparticular embodiment, effective amplitudes of
a signal s; of the j’th time-frequency unit at time instant m is
given by the following formula
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K20/
simy= | X

k=k1(j)

Istk, m)?

[0028] In a particular embodiment, the speech intelligibil-
ity coefficients d (m) at given time instants m are calculated as
a distance measure between specific time-frequency units of
a target signal and a noisy and/or processed target signal.

[0029] In a particular embodiment, the speech intelligibil-
ity coefficients d (m) at given time instants m are calculated as

N2

D [xiom = re)yion - rys)

dj (m) _ n=N1
N2 N2
D =g 3 (=1
N1 =Nl

where x,*(n) and y,*(n) are the effective amplitudes of the j°th
time-frequency unit at time instant n of the first and second
intelligibility prediction inputs, respectively, and where
N1=m=N2 and r,; and r ., are constants.

[0030] In a particular embodiment, the constants r,.; and
r,+; are average values of the effective amplitudes of signals
x* and y* over N=N2-N1 time instances

I [
T = My = ﬁlglxj(l) and g = Hyy = ﬁl;ij(l)-

[0031] In a particular embodiment, r..; and/or t,.; is/are
equal to zero.
[0032] Ina particular embodiment, the effective amplitudes

y*(m) of the second intelligibility prediction input are nor-
malized versions of the second signal with respect to the
(ﬁrs.t) target signal xj.(m)., y*=¥7y,(m)-a.{m), where the nor-
malization factor o is given by

1
m K

> xm?

wj(m): n:m;lN+1
Y yim?
n=m-N+1
[0033] In a particular embodiment, the normalized effec-

tive amplitudes §, of the second signal are clipped to provide
clipped effective amplitudes y*;, where

y*(m)=max(min(

Filem) x,(m)+107P 2%, m)) 5, (m)~ 1078 2% (m)),
to ensure that the local target-to-interference ratio does not
exceed § dB. In a particular embodiment, f§ is in the range
from =50 to -5, such as between -20 and -10.
[0034] Inaparticular embodiment, N is larger than 10, e.g.
in a range between 10 and 1000, e.g. between 10 and 100, e.g.
in the range from 20 to 60. In a particular embodiment,
N1=m-N+1 and N2=m to include the present and previous
N-1 time instances in the determination of the intermediate
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speech intelligibility coefficients d(m). In a particular
embodiment, N1=m-N/2+1 and N2=N/2 to include a sym-
metric range of time instances around the present time
instance in the determination of the intermediate speech intel-
ligibility coefficients d,(m).

[0035] In a particular embodiment, x;*(n)=x(n) (i.e. no
modification of the time-frequency representation of the first
signal). In a particular embodiment, y,*(n)=y,(n) (ie. no
modification of the time-frequency representation of the first
signal).

[0036] In a particular embodiment, the speech intelligibil-
ity coefficients d (m) at given time instants m are calculated as

m

D xmyim

n=m-N+1

dj(m) =
J E O D G

n=m-N+1
n=m-N+1

where x(n) and y (n) are the effective amplitudes of the j’th
time-frequency unit at time instant n of the second and
improved signal or a signal derived there from, respectively,
and where N-1 is a number time instances prior to the current
one included in the summation.

[0037] In a particular embodiment, the final intelligibility
predictor d is transformed to an intelligibility score D' by
applying a logistic transformation to d. In a particular
embodiment, the logistic transformation has the form

100
T 1+explad +b)’

v

where a and b are constants. This has the advantage of pro-
viding an intelligibility measure in %.

A Method of Improving a Listener’s Understanding of a
Target Speech Signal in a Noisy Environment:

[0038] Inaspect, a method of improving a listener’s under-
standing of a target speech signal in a noisy environment is
furthermore provided. The method comprises

[0039] Providing a final speech intelligibility predictor d
according to the method of providing a speech intelligi-
bility predictor value described above, in the detailed
description of ‘mode(s) for carrying out the invention’
and in the claims;

[0040] Determining an optimized set of time-frequency
dependent gains g,(m),,,,,, which when applied to the first
or second signal or to a signal derived there from, pro-
vides a maximum final intelligibility predictord,, ..

[0041] Applying said optimized time-frequency depen-
dent gains g,(m),,,, to said first or second signal or to a
signal derived there from, thereby providing an
improved signal o (m).

[0042] This has the advantage that a target speech signal
can be optimized with respect to intelligibility when per-
ceived in a noisy environment.

[0043] In a particular embodiment, the first signal x(n) is
provided to the listener in a mixture with noise from said
noisy environment in form of a mixed signal z(n). The mixed
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signal may e.g. be picked up by a microphone system of a
listening device worn by the listener.
[0044] In a particular embodiment, the method comprises

[0045] Providing a statistical estimate of the electric rep-
resentations x(n) of the first signal and z(n) of the mixed
signal,

[0046] Using the statistical estimates of the first and
mixed signal to estimate the intermediate speech intel-
ligibility coefficients d,(m).

[0047] In a particular embodiment, the step of providing a
statistical estimate of the electric representations x(n) and
z(n) of the first and mixed signal, respectively, comprises
providing an estimate of the probability distribution functions
(pdf) of the underlying time-frequency representation x,(m)
and z,(m) of the first and mixed signal, respectively.

[0048] In aparticular embodiment, the final speech intelli-
gibility predictor value is maximized using a statistically
expected value D of the intelligibility coefficient, where

1 1
D=Eld] = E[m; dj<m>[: m; Eld;m),

and where E[¢] is the statistical expectation operator and
where the expected values B[d,(m)] depend on statistical esti-
mates, e.g. the probability distribution functions, of the
underlying random variables x(m).

[0049] In a particular embodiment, a time-frequency rep-
resentation z{m) of the mixed signal z(n) is provided.
[0050] In a particular embodiment, the optimized set of
time-frequency dependent gains g(m),,, are applied to the
mixed signal z(m) to provide the improved signal o,(m).
[0051] In aparticular embodiment, the second signal com-
prises, such as is equal to, the improved signal o (m).

[0052] In a particular embodiment, the first signal x(n) is
provided to the listener as a separate signal. In a particular
embodiment, the first signal x(n) is wirelessly received at the
listener. The target signal x(n) may e.g. be picked up by
wireless receiver of a listening system worn by the listener.
[0053] In a particular embodiment, a noise signal w(n)
comprising noise from the environment is provided to the
listener. The noise signal w(n) may e.g. be picked up by a
microphone system of a listening system worn by the listener.
[0054] Ina particular embodiment, the noise signal w(n) is
transformed to a signal w'(n) representing the noise from the
environment at the listener’s eardrum.

[0055] In a particular embodiment, a time-frequency rep-
resentation w(m) of the noise signal w(n) or of the trans-
formed noise signal w'(n) is provided.

[0056] In a particular embodiment, the optimized set of
time-frequency dependent gains g,(m),,, are applied to the
first signal x,(m) to provide the improved signal o,(m).
[0057] In aparticular embodiment, the second signal com-
prises the improved signal o, (m) and the noise signal w,(m) or
w' (m) comprising noise from the environment. In a particular
embodiment, the second signal is equal to the sum or to a
weighted sum of the two signals o,(m) and w,(m) or w',(m).

A Speech Intelligibility Predictor (SIP) Unit:

[0058] Inan aspect, a speech intelligibility predictor (SIP)
unit adapted for receiving a first signal X representing a target
speech signal and a second noise signal y being either a noisy
and/or processed version of the target speech signal, and for
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providing a as an output a speech intelligibility predictor
value d for the second signal is furthermore provided. The
speech intelligibility predictor unit comprises
[0059] A time to time-frequency conversion (T-TF) unit
adapted for
[0060] Providing a time-frequency representation
x(m) of a first signal x(n) representing said target
speech signal in a number of frequency bands and a
number of time instances, j being a frequency band
index and m being a time index; and

[0061] Providing a time-frequency representation
y,(m) of a second signal y(n), the second signal being
anoisy and/or processed version of said target speech
signal in a number of frequency bands and a number
of time instances;

[0062] A transformation unit adapted for providing first
and second intelligibility prediction inputs in the form of
time-frequency representations x,*(m) and y,*(m) of the
first and second signals or signals derived there from,
respectively;

[0063] An intermediate speech intelligibility calculation
unit adapted for providing time-frequency dependent
intermediate speech intelligibility coefficients dim)
based on said first and second intelligibility prediction
inputs;

[0064] A final speech intelligibility calculation unit
adapted for calculating a final speech intelligibility pre-
dictor d by averaging said intermediate speech intelligi-
bility coefficients d,(m) over a predefined number J of
frequency indices and a predefined number M of time
indices.

[0065] Itis intended that the process features of the method
of'providing a speech intelligibility predictor value described
above, in the detailed description of ‘mode(s) for carrying out
the invention’ and in the claims can be combined with the
SIP-unit, when appropriately substituted by a corresponding
structural feature. Embodiments of the SIP-unit have the
same advantages as the corresponding method.

[0066] Inan embodiment, a speech intelligibility predictor
unit is provided which is adapted to calculate the speech
intelligibility predictor value according to the method
described above, in the detailed description of ‘mode(s) for
carrying out the invention” and in the claims.

A Speech Intelligibility Enhancement (SIE) Unit:

[0067] In an aspect, a speech intelligibility enhancement
(SIE) unit adapted for receiving EITHER (A) a target speech
signal x and (B) a noise signal w OR (C) a mixture z of a target
speech signal and a noise signal, and for providing an
improved output o with improved intelligibility for a listener
is furthermore provided. The speech intelligibility enhance-
ment unit comprises
[0068] A speech intelligibility predictor unit as
described above, in the detailed description of ‘mode(s)
for carrying out the invention’ and in the claims;
[0069] A time to time-frequency conversion (T-TF) unit
for providing a time-frequency representation w,(m) of
said noise signal w(n) OR z,(m) of said mixed signal z(n)
in a number of frequency bands and a number of time
instances;
[0070] An intelligibility gain (IG) unit for
[0071] Determining an optimized set of time-fre-
quency dependent gains g,(m),,,,,, which when applied
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to the first or second signal or to a signal derived there
from, provides a maximum final intelligibility predic-
tord,,,.;

[0072] Applying said optimized time-frequency
dependent gains g,(m),,,, to said first or second signal
orto a signal derived there from, thereby providing an
improved signal o(m).

[0073] Itis intended that the process features of the method
of improving a listener’s understanding of a target speech
signal in a noisy environment described above, in the detailed
description of “mode(s) for carrying out the invention’ and in
the claims can be combined with the SIE-unit, when appro-
priately substituted by a corresponding structural feature.
Embodiments of the SIE-unit have the same advantages as the
corresponding method.

[0074] In a particular embodiment, the intelligibility
enhancement unit is adapted to implement the method of
improving a listener’s understanding of a target speech signal
in a noisy environment as described above, in the detailed
description of “mode(s) for carrying out the invention’ and in
the claims.

An Audio Processing Device:

[0075] Inanaspect, anaudio processing device comprising
a speech intelligibility enhancement unit as described above,
in the detailed description of ‘mode(s) for carrying out the
invention’ and in the claims is furthermore provided.

[0076] In a particular embodiment, the audio processing
device further comprises a time-frequency to time (TF-T)
conversion unit for converting said improved signal (Dim), or
a signal derived there from, from the time-frequency domain
to the time domain.

[0077] In a particular embodiment, the audio processing
device further comprises an output transducer for presenting
said improved signal in the time domain as an output signal
perceived by a listener as sound. The output transducer can
e.g. be loudspeaker, an electrode of a cochlear implant (CI) or
a vibrator of a bone-conducting hearing aid device.

[0078] In a particular embodiment, the audio processing
device comprises an entertainment device, a communication
device or a listening device or a combination thereof. In a
particular embodiment, the audio processing device com-
prises a listening device, e.g. a hearing instrument, a headset,
a headphone, an active ear protection device, or a combina-
tion thereof.

[0079] In an embodiment, the audio processing device
comprises an antenna and transceiver circuitry for receiving a
direct electric input signal (e.g. comprising a target speech
signal). In an embodiment, the listening device comprises a
(possibly standardized) electric interface (e.g. in the form of
a connector) for receiving a wired direct electric input signal.
In an embodiment, the listening device comprises demodula-
tion circuitry for demodulating the received direct electric
input to provide the direct electric input signal representing an
audio signal.

[0080] Inan embodiment, the listening device comprises a
signal processing unit for enhancing the input signals and
providing a processed output signal. In an embodiment, the
signal processing unit is adapted to provide a frequency
dependent gain to compensate for a hearing loss of a listener.
[0081] In an embodiment, the audio processing device
comprises a directional microphone system adapted to sepa-
rate two or more acoustic sources in the local environment of
a listener using the audio processing device. In an embodi-
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ment, the directional system is adapted to detect (such as
adaptively detect) from which direction a particular part of
the microphone signal originates. This can be achieved in
various different ways as e.g. described in U.S. Pat. No.
5,473,701 or in WO 99/09786 A1 or in EP 2 088 802 Al.

[0082] In an embodiment, the audio processing device
comprises a TF-conversion unit for providing a time-fre-
quency representation of an input signal. In an embodiment,
the time-frequency representation comprises an array or map
of corresponding complex or real values of the signal in
question in a particular time and frequency range (cf. e.g.
FIG. 1). In an embodiment, the TF conversion unit comprises
a filter bank for filtering a (time varying) input signal and
providing a number of (time varying) output signals each
comprising a distinct frequency range of the input signal. In
an embodiment, the TF conversion unit comprises a Fourier
transformation unit for converting a time variant input signal
to a (time variant) signal in the frequency domain. In an
embodiment, the frequency range considered by the audio
processing device from a minimum frequency f,,, to a maxi-
mum frequency f,, . comprises a part of the typical human
audible frequency range from 20 Hz to 20 kHz, e.g. from 20
Hz to 12 kHz. In an embodiment, the frequency range f,, -
f .. considered by the audio processing device is split into a
number J of frequency bands (cf. e.g. FIG. 1), where J is e.g.
larger than 2, such as larger than 5, such as larger than 10, such
as larger than 50, such as larger than 100, at least some of
which are processed individually. Possibly different band
split configurations are used for different functional blocks/
algorithms of the audio processing device.

[0083] Inan embodiment, the audio processing device fur-
ther comprises other relevant functionality for the application
in question, e.g. acoustic feedback suppression, compression,
etc.

A Tangible Computer-Readable Medium:

[0084] A tangible computer-readable medium storing a
computer program comprising program code means for caus-
ing a data processing system to perform at least some (such as
a majority or all) of the steps of the method of providing a
speech intelligibility predictor value described above, in the
detailed description of ‘mode(s) for carrying out the inven-
tion’ and in the claims, when said computer program is
executed on the data processing system is furthermore pro-
vided by the present application. In addition to being stored
on a tangible medium such as diskettes, CD-ROM-, DVD-, or
hard disk media, or any other machine readable medium, the
computer program can also be transmitted via a transmission
medium such as a wired or wireless link or a network, e.g. the
Internet, and loaded into a data processing system for being
executed at a location different from that of the tangible
medium.

A Data Processing System:

[0085] A data processing system comprising a processor
and program code means for causing the processor to perform
at least some (such as a majority or all) of the steps of the
method of providing a speech intelligibility predictor value
described above, in the detailed description of ‘mode(s) for
carrying out the invention’ and in the claims is furthermore
provided by the present application. In a particular embodi-
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ment, the processor is a processor of an audio processing
device, e.g. acommunication device or a listening device, e.g.
a hearing instrument.

[0086] Further objects of the application are achieved by
the embodiments defined in the dependent claims and in the
detailed description of the invention.

[0087] As used herein, the singular forms “a,” “an,” and
“the” are intended to include the plural forms as well (i.e. to
have the meaning “at least one”), unless expressly stated
otherwise. It will be further understood that the terms
“includes,” “comprises,” “including,” and/or “comprising,”
when used in this specification, specify the presence of stated
features, integers, steps, operations, elements, and/or compo-
nents, but do not preclude the presence or addition of one or
more other features, integers, steps, operations, elements,
components, and/or groups thereof. It will be understood that
when an element is referred to as being “connected” or
“coupled” to another element, it can be directly connected or
coupled to the other element or intervening elements maybe
present, unless expressly stated otherwise. Furthermore,
“connected” or “coupled” as used herein may include wire-
lessly connected or coupled. As used herein, the term “and/
or” includes any and all combinations of one or more of the
associated listed items. The steps of any method disclosed
herein do not have to be performed in the exact order dis-
closed, unless expressly stated otherwise.

BRIEF DESCRIPTION OF DRAWINGS

[0088] Thedisclosurewill be explained more fully below in
connection with a preferred embodiment and with reference
to the drawings in which:

[0089] FIG. 1 schematically shows a time-frequency map
representation of a time variant electric signal;

[0090] FIG. 2 shows an embodiment of a speech intelligi-
bility predictor (SIP) unit according to the present applica-
tion;

[0091] FIG. 3 shows a first embodiment of an audio pro-
cessing device comprising a speech intelligibility enhance-
ment (SIE) unit according to the present application;

[0092] FIG. 4 shows a second embodiment of an audio
processing device comprising a speech intelligibility
enhancement (SIE) unit according to the present application;
[0093] FIG. 5 shows three application scenarios of a second
embodiment of an audio processing device according to the
present application;

[0094] FIG. 6 shows an embodiment of an off-line process-
ing algorithm procedure comprising a speech intelligibility
predictor (SIP) unit according to the present application;
[0095] FIG. 7 shows a flow diagram for a speech intelligi-
bility predictor (SIP) algorithm according to the present
application; and

[0096] FIG. 8 shows a flow diagram for a speech intelligi-
bility enhancement (SIE) algorithm according to the present
application.

[0097] The figures are schematic and simplified for clarity,
and they just show details which are essential to the under-
standing of the disclosure, while other details are left out.
[0098] Further scope of applicability of the present disclo-
sure will become apparent from the detailed description given
hereinafter. However, it should be understood that the
detailed description and specific examples, while indicating
preferred embodiments of the disclosure, are given by way of
illustration only, since various changes and modifications
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within the spirit and scope of the disclosure will become
apparent to those skilled in the art from this detailed descrip-
tion.

MODE(S) FOR CARRYING OUT THE
INVENTION

Intelligibility Prediction Algorithm

[0099] The algorithm uses as input a target (noise free)
speech signal x(n), and anoisy/processed signal y(n); the goal
of the algorithm is to predict the intelligibility of the noisy/
processed signal y(n) as it would be judged by group of
listeners, i.e. an average listener.

[0100] First, atime-frequency representation is obtained by
segmenting both signals into (e.g. 20-70%, such as 50%)
overlapping, windowed frames; normally, some tapered win-
dow, e.g. a Hanning-window is used. The window length
could e.g. be 256 samples when the sample rate is 10000 Hz.
In this case, each frame is zero-padded to 512 samples and
Fourier transformed using the discrete Fourier transform
(DFT), or a corresponding fast Fourier transform (FFT).
Then, the resulting DFT bins are grouped in perceptually
relevant sub-bands. In the following we use one-third octave
bands, but it should be clear that any other sub-band division
can be used. In the case of one-third octave bands and a
sampling rate of 10000 Hz, there are 15 bands which cover the
frequency range 150-5000 Hz. Other numbers of bands and
another frequency range can be used depending on the spe-
cific application. If e.g. the sample rate is changed, optimal
numbers of frame length, window overlap, etc. can advanta-
geously be adapted. We refer to the time-frequency tiles
defined by the time frames (1, 2, . .., M) and sub-bands (1, 2,
.» ) (cf. FIG. 1) as time-frequency (TF) units, as indicated
in FIG. 1. A time-frequency tile defined by one of the K
frequency values (1, 2, . . ., K) and one of the M time frames
(1,2,...,M)is termed a DFT bin (or DFT coefficient). In a
typical DFT application, the individual DFT bins have iden-
tical extension in time and frequency (meaning that At,=At,=
.. =At,=At, and that Af=Af,= . . . =Af, =Af, respectively).
[0101] Let x(k,m) and y(k,m) denote the k’th DFT-coeffi-
cient of the m’th frame of the clean target signal and the
noisy/processed signal, respectively. The “effective ampli-
tude” of the j’th TF unit in frame m is defined as

s (Eq. 1)
xj(m) = 2

k=k1())

x(k, m)l*

where k1(j) and k2(j) denote DFT bin indices corresponding
to lower and higher cut-off frequencies of the j’th sub-band.
In the present example, the sub-bands do not overlap. Alter-
natively, the sub-bands may be adapted to overlap. The effec-
tive amplitude y,(m) of the j’th TF unit in frame m of the
noisy/processed signal is defined similarly.

[0102] The noisy/processed amplitudes y(m) can be nor-
malized and clipped as described in the following. A normal-
ization constant c.{m) is computed as
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ol—

(Eq. 2)

m

> xm?

n=m-N+1
ajim) = —,

2 . ¥ m)?

n=m-N+

and a scaled version of y(m) is formed
Pm)=y(ma(m).

[0103] This local scaling ensures that the energy of $(m)
and x,(m) is the same (in the time-frequency region in ques-
tion). Then, a clipping operation can be applied to §,(m):

y'(m)=max(min(

F5(m) 25m)+107P 2, m)) 5,(m)- 10782, (m)), (Eq. 3)

to ensure that the local target-to-interference ratio does not
exceed [ dB. With a sampling rate of 10 kHz, it has been
found that a value of f=-15 works well, cf. [1].

[0104] An intermediate intelligibility coefficient d(m)
related to the j°th TF unit of frame m is computed as

m (Eq. 4)
D bl = p )i =y )

n=m-N+1

\/ Z i) - Y yj<n)—ﬂy5.)2

djim) =

where

1 Iy,
ey = Nzlxj(l)’ and My, = NZ yi,

and where y'(m) is the normalized and potentially clipped
version of y,(m). The summations here are over frame indices
including the current and N-1 past, i.e., N frames in total.
Simulation experiments show that choosing N corresponding
to 400 ms gives good performance; with a sample rate of
10000 Hz (and the analysis window settings mentioned
above), this corresponds to N=30 frames.

[0105] The expression for d,(m) in Eq. (1) above has been
verified to work well. Further experiments have shown that
variants of this expression work well too. The mathematical
structure of these variants is, however, slightly different. The
optimization procedures outlined in the following sections
may be easier to execute in practice with such variants than
with the expression for d (m) in Eq. (1). One particular variant
of the intermediate intelligibility coefficient d;, which has
shown good performance is

d;j(m) = (Eq. 5)

m

xj(”)_ﬂxj yj(n)_ﬂyj

n:;:‘H \/Z (xj(”)_ﬂxj)z \/Z(yj(n)_ﬂyj)z

where K, and u,, are defined as above.

[0106] Other useful variants include the case where the
clipping operation described above applied to y,(m) to obtain
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y'{(m) is omitted, and variants where the mean values ., and
W, are simply set to 0 in the expressions for d,(m).

[0107] From the intermediate intelligibility coefficients
d(m), a final intelligibility coefficient d for the sentence in
question is computed as the following average, i.e.,

1 (Eq. 6)
d= W; d;(m),

where M is the total number of frames and J the total number
of sub-bands (e.g. one-third octave bands) in the sentences.
Ideally, the summation over frame indices m is performed
only over signal frames containing target speech energy, that
is, frames without speech energy are excluded from the sum-
mation. In practice, it is possible to estimate which signal
frames contain speech energy using a voice activity detection
algorithm. Usually, M>N, but this is not strictly necessary for
the algorithm to work.

[0108] As described in [1] one can transform the intelligi-
bility coefficient d to and intelligibility score (in %) by apply-
ing a logistic transformation to d. For example, the following
transformation has been shown to work well (in the context of
the present algorithm):

B 100 Eq. 7)
" 1+explad +b)’

’

where the constants are given by a=—13.1903, and b=6.5192.
In other contexts, e.g. different sampling rates, these con-
stants may be chosen differently. Other transformations than
the logistic function shown above may also be used, as long as
there exists a monotonic relation between D' and d; another
possible transformation uses a cumulative Gaussian function.
[0109] The elements of the speech intelligibility predictor
SIP is sketched in FIG. 2. FIG. 2a simply shows the SIP unit
having two inputs x and y and one output d. First signal x(n)
and second signal y(n) are time variant electric signals rep-
resenting acoustic signals, where time is indicated by index n
(also implicating a digitized signal, e.g. digitized by an ana-
logue to digital (ND) converter with sampling frequency f)).
The first signal x(n) is an electric representation of the target
signal (preferably a clean version comprising no or insignifi-
cant noise elements). The second signal y(n) is a noisy and/or
processed version of the target signal, processed e.g. by a
signal processing algorithm, e.g. a noise reduction algorithm.
The second signal y can e.g. be a processed version of a target
signal x, y=P(x), or a processed version of the target signal
plus additional (unprocessed) noise n, y=P(x)+n, or a pro-
cessed signal of the target signal plus noise, y=P(x+n). Output
value d is a final speech intelligibility coefficient (or speech
intelligibility predictor value, the two terms being used inter-
changeably in the present application). FIG. 24 illustrates the
steps in the determination of the speech intelligibility predic-
tor value d from given first and second inputs x and y. Blocks
x(m) and y,(m) represent the generation of the effective
amplitudes of the j’th TF unit in frame m of the first and
second input signals, respectively. The effective amplitudes
may e.g. be implemented by an appropriate filter-bank gen-
erating individual time variant signals in sub-bands 1, 2, . . .,
J. Alternatively (as generally assumed in the following
examples), a Fourier Transform algorithm (e.g. DFT) can be
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used to generate discrete complex values of the input signal in
a number of frequency units k=1, 2, . . ., K and time units m
(cf. FIG. 1), thereby providing time-frequency representa-
tions x(k,m) and y(k,m) from which the effective amplitudes
x,(m) and y,(m) can be determined using the formula men-
tioned above (Eq. 1). Subsequent (optional) blocks x,*(m)
and y;*(m) represent the generation of modified versions of
effective amplitudes of the jth TF unit in frame m of the first
and second input signals, respectively. The modification can
e.g. comprise normalization (cf. Eq. 2 above) and/or clipping
(cf. Eq. 3 above) and/or other scaling operation. The block
d,(m) represent the calculation of intermediate intelligibility
coeflicient d, based on first and second intelligibility predic-
tion inputs from the blocks x,(m) and y (m) or optionally from
blocks x;*(m) and y*(m) (cf. Eq. 4 or Eq. 5 above). Block d
provides a speech intelligibility predictor value d based on
inputs from block d,(m) (cf. Eq. 6).

[0110] FIG. 7 shows a flow diagram for a speech intelligi-
bility predictor (SIP) algorithm according to the present
application.

EXAMPLE 1

Online Optimization of Intelligibility Given Noisy
Signal(s) Only

[0111] This application is a typical HA application;
although we focus here on the HA application, numerous
others exist, including e.g. headset or other mobile commu-
nication devices. The situation is outlined in the following
FIG. 3a. FIG. 3a represents e.g. a commonly occurring situ-
ation where a HA user listens to a target speaker in a noisy
environment. Consequently, the microphone(s) of the HA
pick up the target speech signal contaminated by noise. A
noisy signal is picked up by a microphone system (MICS),
optionally a directional microphone system (cf. block DIR
(opt) in FIG. 3a), converting it to an electric (possibly direc-
tional) signal, which is processed to a time frequency repre-
sentation (cf. T->TF unit in FIG. 3a). The goal is to process
the noisy speech signal before it is presented at the user’s
eardrum such that the intelligibility is improved. Let z(n)
denote the noisy signal (NS). We assume in the present
example that the HA is capable of applying a DFT to succes-
sive time frames of the noisy signal leading to DFT coeffi-
cients z(k,m) (cf. T-TF block). It should be clear that other
methods can be used to obtain the time-frequency division,
e.g. filter-banks, etc. The HA processes these noisy TF units
by applying a gain value g(k,m) to each time frame, leading to
gain modified DFT coefficients o(k,m)=g(k.m)z(k,m) (cf.
block SIE g(k,m)). An optional frequency dependent gain,
e.g. adapted to a particular user’s hearing impairment, may be
applied to the improved signal y(k,m) (cf. block G (opt) for
applying gains for hearing loss compensation in FIG. 3a).
Finally, the processed signal to be presented at the eardrum
(ED) of the HA user by the output transducer (loudspeaker,
LS) is obtained by a frequency-to-time transform (e.g. an
inverse DFT) (cf. block TF->T). Alternatively, another output
transducer (than a loudspeaker) to present the enhanced out-
put signal to a user can be envisaged (e.g. an electrode of a
cochlear implant or a vibrator of a bone conducting device).
[0112] Inprinciple, the goal is to find the gain values g(k,m)
which maximize the intelligibility predictor value described
above (intelligibility coefficient d, cf. Eq. 6). Unfortunately,
this is not directly possible in the present case, since in the
practical situation at hand, the noise-free target signal x(n) (or
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equivalently a time-frequency representation x,(m) or x(k,
m)) needed for evaluating the intelligibility predictor for a
given choice of gain values g(k,m) is not available, because
the available noisy signal z(n) is a sum of the target signal x(n)
and a noise signal n(n) from the environment (z(n)=x(n)+n
(n)). Instead, we model the signals involved (x(n) and z(n))
statistically. Specifically, if we model the noisy signal z(n)
and the (unknown) noise-free signal x(n) as realizations of
stochastic processes, as is usually done in statistical speech
signal processing, cf. e.g. [9], pp. 143, it is possible to maxi-
mize the statistically expected value of the intelligibility coef-
ficient, i.e.,

1

1 (Eq. 8)
D=Eld] = E[W; dj(m)[= W; E[d;(m)],

where E[¢] is the statistical expectation operator. The goal is
to maximize the expected intelligibility coefficient D with
respect to (wrt.) the gain values g(k,m):

1 Eq. 9
mameE[dj(m)]wrt-g(k, m). Ea. 9)
Jom

[0113] The expected values E[d,(m)] depend on the prob-
ability distribution functions (pdfs) of the underlying random
variables, thatis z(k,m) (or z,(m)) and x(k,m) (or x,(m)). If the
pdfs were known exactly, the gain values g(k,m), which lead
to the maximum expected intelligibility coefficient D, could
be found either analytically, or at least numerically, depend-
ing on the exact details of the underlying pdfs. Obviously, the
underlying pdfs are not known exactly, but as described in the
following, it is possible to estimate and track them across
time. The general principle is sketched in FIG. 35, 3¢ (embod-
ied in speech intelligibility enhancement unit SIE).

[0114] Theunderlying pdfs are unknown; they deped on the
acoustical situation, and must therefore be estimated.
Although this is a difficult problem, it is rather well-known in
the area of single-channel noise reduction, see e.g. [5], [18]
and solutions do exist: It is well-known that the (unknown)
clean speech DFT coefficient magnitudes Ix(k,m)| can be
assumed to have a super-Gaussian (e.g. Laplacian) distribu-
tion, see. e.g. [5] (cf. speech-distribution input SPD in FIG.
3¢). The probability distribution of the noisy observation
1z(k,m)| (cf. Pdfz(k,m)] in FIG. 3¢) can be derived from the
assumption that the noise has a certain probability distribu-
tion, e.g. Gaussian (cf. noise-distribution input ND in FIG.
3¢), and is additive and independent from the target speech
x(k,m), an assumption which is often valid in practice, see [4],
pp- 151, for details. In order to track the time-behaviour of
these (assumed) underlying pdfs, their corresponding vari-
ances must be estimated (cf. block ESVAR E(Ix(k,m)I?), E(Iz
(k,m)I?) in FIG. 3¢ for estimating the spectral variances of
signals z and x). The variances related to the noise pdfs may
be tracked using methods described in e.g. [2,3], while the
variances of the target signal may be tracked as described e.g.
in [6]. FIG. 3¢ suggests an iterative procedure for finding
optimal gain values. The block MAX D g(k.m) in FIG. 3¢
tries out several different candidate gains g(k,m) in order to
finally output the optimal gains g, (k,m) for which D is
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maximized (cf. Eq. 9 above). In practice, the procedure for
finding the optimal gain values g, (k,m) may or may not be
iterative.

[0115] In a hearing aid context, it is necessary to limit the
latency introduced by any algorithm to preferably less than 20
ms, say, 5-10ms. In the proposed framework, this implies that
the optimization wrt. the gain values g(k,m) is done up to and
including the current frame and including a suitable number
of past frames, e.g. M=10-50 frames or more, e.g. 100 or 200
frames or more (e.g. corresponding to the duration of a pho-
neme or a word or a sentence).

EXAMPLE 2

Online Optimization of Intelligibility Given Target
and Disturbance Signals in Separation

[0116] The present example applies when target and inter-
ference signal(s) are available in separation; although this
situation does not arise as often as the one outlined in
Example 1, it is still rather general and often arises in the
context of mobile communication devices, e.g. mobile tele-
phones, head sets, hearing aids, etc. In the HA context, the
situation occurs when the target signal is transmitted wire-
lessly (e.g. from a mobile phone or a radio or a TV-set) to a
HA user, who is exposed to a noisy environment, e.g. driving
a car. In this case, the noise from the car engine, tires, passing
cars, etc., constitute the interference. The problem is that the
target signal presented through the HA loudspeaker is dis-
turbed by the interference from the environment, e.g. due to
an open HA fitting, or through the HA vent, leading to a
degradation of the target signal-to-interference ratio experi-
enced at the eardrum of the user, and results in a loss of
intelligibility. The basic solution proposed here is to modify
(e.g. amplify) the target signal before it is presented at the
eardrum in such a way that it will be fully (or at least better)
intelligible in the presence of the interference, while not being
unpleasantly loud. The underlying idea of pre-processing a
clean signal to be better perceivable in a noisy environment is
e.g. described in [7,8]. In an aspect of the present application,
it is proposed to use the intelligibility predictor (e.g. the
intelligibility coefficient described above or a parameter
derived there from) to find the necessary gain.

[0117] The situation is outlined in the following FIG. 4.
[0118] It should be understood that the figure represents an
example where only functional blocks are shown if they are
important for the present discussion of an application in a
hearing aid; also, in other applications (e.g. headsets, mobile
phones) some of the blocks may not be present. The signal
w(n) represents the interference from the environment, which
reaches the microphone(s) (MICS) of the HA, but also leaks
through to the ear drum (ED). The signal x(n) is the target
signal (TS) which is transmitted wirelessly (cf. zig-zag-arrow
WLS) to the HA user. The signal w(n) may or may not
comprise an acoustic version of the target speech signal x(n)
coloured by the transmission path from the acoustic source to
the HA (depending on the relevant scenario, e.g. the target
signal being sound from a TV-set or sound transmitted from a
telephone, respectively).

[0119] The interference signal w(n) is picked up by the
microphones (MICS) and passed through some directional
system (optional) (cf. block DIR (opt) in FIG. 4a); we implic-
itly assume that the directional system performs a time-fre-
quency decomposition of the incoming signal, leading to
time-frequency units w(k,m). In one embodiment, the inter-
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ference time-frequency units are scaled by the transfer func-
tion from the microphone(s) to the ear drum (ED) (cf. block
H(s) in FIG. 4a) and corresponding time-frequency units
w'(k,m) are provided. This transfer function may be a general
person-independent transfer function, or a personal transfer
function, e.g. measured during the fitting process (i.e. taking
account of the acoustic signal path from a microphone (e.g.
located in a behind the ear part or in an in the ear part) to the
ear-drum, e.g. dueto vents or other ‘openings’. Consequently,
the time-frequency units w'(k,m) represent the interference
signal as experienced at the eardrum of the user. Similarly, the
wirelessly transmitted target signal x(n) is decomposed into
time-frequency units x(k,m) (cf. T-TF unit in FIG. 4a). The
gain block (cf. g(k,m) in FIG. 4a) is adapted to apply gains to
the time-frequency representation x(k,m) of the target signal
to compensate for the noisy environment. In this adaptation
process, the intelligibility of the target signal can be estimated
using the intelligibility prediction algorithm (SIP, cf. e.g. F1G.
2) above where g(k,m)-x(k,m)+w'(k,m) and x(k,m) are used
as noisy/processed and target signal, respectively (cf. e.g.
speech intelligibility enhancement unit SIE in FIG. 45, 4¢).
FIG. 4c¢ suggests an iterative procedure for finding optimal
gain values. The block MAX d wrt. g(k,m) in FIG. 4¢ tries out
several different candidate gains g(k,m) in order to finally
output the optimal gains g, (k.m) for which d is maximized
(cf. Eq. 6 above). FIG. 8 shows a flow diagram for a speech
intelligibility enhancement (SIE) algorithm according to the
present application (as also illustrated in FIG. 4¢) using an
iterative procedure for determining an improved output signal
o,(m) (optimized gains g, ,,(m) providing d, ,,.(m) applied
to the target signal xj(m) providing the improved output sig-
nal o{m)=g, ,,(m)x,(m)). In practice, the procedure for find-
ing the optimal gain values g, (k,m) (g, ,,(m)) may or may
not be iterative.

[0120] If the interference level w'(k,m) is low enough, the
resulting intelligibility score will be above a certain thresh-
old, say A=95%, and the wirelessly transmitted target x(n)
will be presented unaltered to the hearing aid user, that is
g(k,m)=1 in this case. If, on the other hand, the interference
level is high such that the predicted intelligibility is less than
the threshold A, then the target signal must be modified (e.g.
amplified) by multiplying gains g(k,m) onto the target signal
x(k,m) in order to change the magnitude in relevant frequency
regions and consequently increase intelligibility beyond A.
Typically, g(k,m) is a real-value, and x(k,m) is a complex-
valued DFT-coefficient. Multiplying the two, hence results in
a complex number with an increased magnitude and an unal-
tered phase. There are many ways in which reasonable g(k,m)
values can be determined. To give an example, we assume that
the gain values satisfy g(k,m)>1 and impose the following
two constraints when finding the gain values g(k,m):

[0121] A) The gain should not make the target signal
unacceptably loud, that is, there is a known upper limit
v(k,m) for each gain value, i.e., glkm)<y(k,m). The
threshold y(k,m) cane.g. be determined from knowledge
of the uncomfortable-level of the user (and e.g. be pro-
vided, e.g. stored in a memory of the hearing aid, during
a fitting process).

[0122] B) We wish to change the incoming signal x(n) as
little as possible (according to the understanding that
any change of x(n) may introduce artefacts in the target
presented at the ear drum).
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[0123] Inprinciple, the g(k,m) values can be found through
the following iterative procedure, e.g. executed for each time
frame m:

[0124] 1) Set g(k,m)=1 for all k.

[0125] 2) Compute an estimate of the processed signal
experienced at the eardrum of the user: x'(k,m)=g(k,m)x
(k,m)+w'(k,m).

[0126] 3) Compute resulting intelligibility score D' using
x(k,m) and x'(k,m) as target and processed/noisy signal,
respectively (using e.g. equations Eq: 4 or 5, 6, 7).

[0127] 4) Ifthe resulting intelligibility score is more than a
threshold value A (e.g. A=95%): Stop.

[0128] 5) Ifthe resulting intelligibility score is less than 2:
Determine the frequency index k for which the target-to-
interference ratio is smallest:

s, m?
kT = n————
ko Ik, m)l
k=1,. K

Increase the gain at this frequency by a predefined amount,
e.g. 1dB,ie., gk* m)=gk* m)*1.12

[0129] 6) If g(k*,m)=y(k*,m), go to step 2
[0130] Otherwise: stop
[0131] Having determined in this way the “smallest” values

of'g(k,m) which lead to acceptable intelligibility, the resulting
time-frequency units g(k,m)-x(k,m) may be passed through a
hearing loss compensation unit (i.e. additional, frequency-
dependent gains are applied to compensate for a hearing loss,
cf. block G (opt) in FIG. 4a), before the time-frequency units
are transformed to the time domain (cf. block TF->T) and
presented for the user through a loudspeaker (LS). Although
the intelligibility predictor [1] is validated for normal hearing
subjects only, the proposed method is reasonable for hearing
impaired subjects as well, under the idealized assumption that
the hearing loss compensation unit compensates perfectly for
the hearing loss.

EXAMPLE 2.1

Wireless Microphone to Listening Device (e.g.
Teaching Scenario)

[0132] FIG. 5a illustrates a scenario, where a user U wear-
ing a listening instrument LI receives a target speech signal x
in the form of a direct electric input via wireless link WLS
from a microphone M (the microphone comprising antenna
and transmitter circuitry Tx) worn by a speaker S producing
sound field V1. A microphone system of the listening instru-
ment picks up a mixed signal comprising sounds present in
the local environment of the user U, e.g. (A) a propagated (i.e.
a ‘coloured’ and delayed) version V1' of the sound field V1,
(B) voices V2 from additional talkers (symbolized by the two
small heads in the top part of FIG. 5a) and (C) sounds N1 from
other noise sources, here from nearby traffic (symbolized by
the car in lower right part of FIG. 5a). The audio signal of'the
direct electric input (the target speech signal x) and the mixed
acoustic signals of the environment picked up by the listening
instrument and converted to an electric microphone signal are
subject to a speech intelligibility algorithm as described by
the present teaching and executed by a signal processing unit
of the listening instrument (and possibly further processed,
e.g. to compensate for a wearers hearing impairment and/or to
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provide noise reduction, etc.) and presented to the user U via
an output transducer (e.g. a loudspeaker, e.g. included in the
listening instrument), cf. e.g. FIG. 4a. The listening instru-
ment can e.g. be a headset or a hearing instrument or an ear
piece of a telephone or an active ear protection device or a
combination thereof. The direct electric input received by the
listening instrument LI from the microphone is used as a first
signal input (X) to a speech intelligibility enhancement unit
(SIE) of the listening instrument and the mixed acoustic sig-
nals of the environment picked up by the microphone system
of'the listening instrument is used as a second input (w or w')
to the speech intelligibility enhancement unit, cf. FIG. 45, 4c.

EXAMPLE 2.2

Cellphone to Listening Device Via Intermediate
Device (e.g. Private Use Scenario)

[0133] FIG. 55 illustrates a listening system comprising a
listening instrument LI and a body worn device, here a neck
worn device 1. The two devices are adapted to communicate
wirelessly with each other via a wired or (as shown here) a
wireless link WLS2. The neck worn device 1 is adapted to be
worn around the neck of a user in neck strap 42. The neck
worn device 1 comprises a signal processing unit SP, a micro-
phone 11 and at least one receiver for receiving an audio
signal, e.g. from a cellular phone 7 as shown. The neck worn
device comprises e.g. antenna and transceiver circuitry (cf.
link WLS1 and Rx-Tx unit in FIG. 5b) for receiving and
possibly demodulating a wirelessly received signal (e.g. from
telephone 7) and for possibly modulating a signal to be trans-
mitted (e.g. as picked up by microphone 11) and transmitting
the (modulated) signal (e.g. to telephone 7), respectively. The
listening instrument LI and the neck worn device 1 are con-
nected via a wireless link WLS2, e.g. an inductive link (e.g.
two-way or as here a one-way link), where an audio signal is
transmitted via inductive transmitter I-Tx of the neck worn
device 1 to the inductive receiver I-Rx of the listening instru-
ment LI. In the present embodiment, the wireless transmis-
sion is based on inductive coupling between coils in the two
devices or between a neck loop antenna (e.g. embodied in
neck strap 42), e.g. distributing the field from a coil in the
neck worn device (or generating the field itself) and the coil of
the listening instrument (e.g. a hearing instrument). The body
or neck worn device 1 may together with the listening instru-
ment constitute the listening system. The body or neck worn
device 1 may constitute or form part of another device, e.g. a
mobile telephone or a remote control for the listening instru-
ment LI or an audio selection device for selecting one of a
number of received audio signals and forwarding the selected
signal to the listening instrument LI. The listening instrument
LI is adapted to be worn on the head of the user U, such as at
or in the ear of the user U (e.g. in the form of a behind the ear
(BTE) or an in the ear (ITE) hearing instrument). The micro-
phone 11 of the body worn device 1 can e.g. be adapted to pick
up the user’s voice during a telephone conversation and/or
other sounds in the environment of the user. The microphone
11 can e.g. be manually switched off by the user U.

[0134] The listening system comprises a signal processor
adapted to run a speech intelligibility algorithm as described
in the present disclosure for enhancing the intelligibility of
speech in a noisy environment. The signal processor for run-
ning the speech intelligibility algorithm may be located in the
body worn part (here neck worn device 1) of the system (e.g.
in signal processing unit SP in FIG. 54) or in the listening
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instrument L. A signal processing unit of the body worn part
1 may possess more processing power than a signal process-
ing unit of the listening instrument LI, because of a smaller
restraint on its size and thus on the capacity of its local energy
source (e.g. a battery). From that aspect, it may be advanta-
geous to perform all or some of the speech intelligibility
processing in a signal processing unit of the body worn part (1
in FIG. 5b). In an embodiment, the listening instrument LI
comprises a speech intelligibility enhancement unit (SIE)
taking the direct electric input (e.g. an audio signal from cell
phone 7 provided by links WLS1 and WLS2) from the body
worn part 1 as a first signal input (x) and the mixed acoustic
signals (N2, V2, OV) from the environment picked up by the
microphone system of the listening instrument L as a second
input (w or w') to the speech intelligibility enhancement unit,
cf. FIG. 4b, 4c.

[0135] Sources of acoustic signals picked up by micro-
phone 11 of the neck worn device 1 and/or the microphone
system of the listening instrument LI are in the example of
FIG. 54 indicated to be 1) the user’s own voice OV, 2) voices
V2 of persons in the user’s environment, 3) sounds N2 from
noise sources in the user’s environment (here shown as a fan).
Other sources of ‘noise’ (when considered with respect to the
directly received target speech signal x can of course be
present in the user’s environment.

[0136] The application scenario can e.g. include a tele-
phone conversation where the device from which a target
speech signal is received by the listening system is a tele-
phone (as indicated in FIG. 5b). Such conversation can be
conducted in any acoustic environment, e.g. a noisy environ-
ment, such as a car (cf. FIG. 5¢) or another vehicle (e.g. an
aeroplane) or in a noisy industrial environment with noise
from machines or in a call centre or other open-space office
environment with disturbances in the form of noise from
other persons and/or machines.

[0137] The listening instrument can e.g. be a headset or a
hearing instrument or an ear piece of a telephone or an active
ear protection device or a combination thereof. An audio
selection device (body worn or neck worn device 1 in
Example 2.2), which may be modified and used according to
the present invention is e.g. described in EP 1 460 769 A1 and
in EP 1981 253 Al or WO 2008/125291 A2.

EXAMPLE 2.3

Cellphone to Listening Device (Car Environment
Scenario)

[0138] FIG. 5¢ shows a listening system comprising a hear-
ing aid (HA) (or a headset or a head phone) worn by a user U
and an assembly for allowing a user to use a cellular phone
(CELLPHONE) in a car (CAR). A target speech signal
received by the cellular phone is transmitted wirelessly to the
hearing aid via wireless link (WLS). Noises (N1, N2) present
in the user’s environment (and in particular at the user’s ear
drum), e.g. from the car engine, air noise, car radio, etc. may
degrade the intelligibility of the target speech signal. The
intelligibility of the target signal is enhanced by a method as
described in the present disclosure. The method is e.g.
embodied in an algorithm adapted for running (executing the
steps of the method) on a signal processor in the hearing aid
(HA). In an embodiment, the listening instrument LI com-
prises a speech intelligibility enhancement unit (SIE) taking
the direct electric input from the CELL PHONE provided by
link WLS as a first signal input (x) and the mixed acoustic
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signals (N1, N2) from the auto environment picked up by the
microphone system of the listening instrument LI as a second
input (w or w') to the speech intelligibility enhancement unit,
cf. FIG. 4b, 4c.

[0139] The application scenarios of Example 2.1, 2.2 and
2.3 all comply with the scenario outlined in Example 2, where
the target speech signal is known (from a direct electric input,
e.g. a wireless input), cf. FIG. 4. Even though the ‘clean’
target signal is known, the intelligibility of the signal can still
be improved by the speech intelligibility algorithm of the
present disclosure when the clean target signal is mixed with
or replayed in a noisy acoustic environment.

EXAMPLE 3
Algorithm Development

[0140] FIG. 6 shows an application of the intelligibility
prediction algorithm for an off-line optimization procedure,
where an algorithm for processing an input signal and pro-
viding an output signal is optimized by varying one or more
parameters of the algorithm to obtain the parameter set lead-
ing to a maximum intelligibility predictor value d,, .. This is
the simplest application of the intelligibility predictor algo-
rithm, where the algorithm is used to judge the impact on
intelligibility of other algorithms, e.g. noise reduction algo-
rithms. Replacing listening tests with this algorithm allows
automatic and fast tuning of various HA parameters. This can
e.g. be of value in a development phase, where different
algorithms with different functional tasks are combined and
where parameters or functions of individual algorithms are
modified.

[0141] Different variants ALG,, ALG,, . . . , ALG, of an
algorithm ALG (e.g. having different parameters or different
functions, etc.) are fed with the same (clean) target speech
signal x(n). The target speech signal is processed by algo-
rithms ALG, (q=1, 2, .. ., Q) resulting in processed versions
Yis Yas - - - » Yo Of the target signal x. A signal intelligibility
predictor SIP as described in the present application is used to
provide an intelligibility measured,, d,, . . ., d, of each of the
processed Versions yy, ys, - - - , ¥ of the target signal x. By
identifying the maximum final intelligibility predictor value
d,,,»=d, among the Q final intelligibility predictors d,, d,, . .
-, dg (cf. block MAX(d,)), the algorithm ALGq is identified
as the one providing the best intelligibility (with respect to the
target signal x(n)). Such scheme can of course be extended to
any number of variants of the algorithm, can be used in
different algorithms (e.g. noise reduction, directionality,
compression, etc.), may include an optimization among dif-
ferent target signals, different speakers, different types of
speakers (e.g. male, female or child speakers), different lan-
guages, etc. In FIG. 6, the different intelligibility tests result-
ing in predictor values d, to d,, are shown to be performed in
parallel. Alternatively, they may be formed sequentially.
[0142] The invention is defined by the features of the inde-
pendent claim(s). Preferred embodiments are defined in the
dependent claims. Any reference numerals in the claims are
intended to be non-limiting for their scope.

[0143] Some preferred embodiments have been shown in
the foregoing, but it should be stressed that the invention is not
limited to these, but may be embodied in other ways within
the subject-matter defined in the following claims. Other
applications of the speech intelligibility predictor and
enhancement algorithms described in the present application
than those mentioned in the above examples can be proposed,
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for example automatic speech recognition systems, e.g. voice
control systems, classroom teaching systems, etc.

REFERENCES

[0144] 1. C. H. Taal, R. C. Hendriks, R. Heusdens, and J.
Jensen, “A Short-Time Objective Intelligibility Measure
for Time-Frequency Weighted Noisy Speech,” IEEE Inter-
national Conference on Acoustics, Speech, and Signal Pro-
cessing (ICASSP), 14-19 Mar. 2010. pp. 4214-4217.

[0145] 2. R. Martin, “Noise Power Spectral Density Esti-
mation Based on Optimal Smoothing and Minimum Sta-
tistics,” IEEE Trans. Speech, Audio Proc., Vol. 9, No. 5,
July 2001, pp. 504-512.

[0146] 3. R. C. Hendriks, R. Heusdens and J. Jensen,
“MMSE Based Noise Psd Tracking With Low Complex-
ity”, IEEE International Conference on Acoustics, Speech,
and Signal Processing, March 2010, Accepted.

[0147] 4. P. C. Loizou, “Speech Enhancement—Theory
and Practice,” CRC Press, 2007.

[0148] 5.R.Martin, “Speech Enhancement Based on Mini-
mum Mean-Square Error Estimation and Supergaussian
Priors,” IEEE Trans. Speech, Audio Processing, Vol. 13,
Issue 5, September 2005, pp. 845-856.

[0149] 6.Y. Ephraim and D. Malah, “Speech Enhancement
Using a Minimum Mean-Square Error Short-Time Spec-
tral Amplitude Estimator,” IEEE Trans. Acoustics, Speech,
Signal Proc., ASSP-32(6), 1984, pp. 1109-121.

[0150] 7. A. C. Dominguez, “Pre-Processing of Speech
Signals for Noisy and Band-Limited Channels,” Master’s
Thesis, KTH, Stockholm, Sweden, March 2009

[0151] 8. B. Sauvert and P. Vary, “Near end listening
enhancement optimized with respect to speech intelligibil-
ity,” Proc. 17” European Signal Processing Conference
(EUSIPCO), pp. 1844-1849, 2009

[0152] 9. 1. R. Deller, J. G. Proakis, and J. H. L. Hansen,
“Discrete-Time Processing of Speech Signals,” IEEE
Press, 2000.

[0153] 10.U.S. Pat. No. 5,473,701 (AT&T) 05-12-1995
[0154] 11. WO 99/09786 Al (PHONAK) 25-02-1999
[0155] 12.EP 2088 802 Al (OTICON) 12-08-2009
[0156] 13.EP 1460769 Al (PHONAK) 22-09-2004
[0157] 14.EP 1981 253 Al (OTICON) 15-10-2008
[0158] 15. WO 2008/125291 A2 (OTICON) 23-10-2008
[0159] 16.S.van Gerven and F. Xie, “A comparative study

of speech detection methods,” in Proc. Eurospeech, 1997,
vol. 3, pp. 1095-1098.

[0160] 17.1J. Sohn, N. S. Kim, and W. Subg, “A statistical
model-based voice activity detection,” IEEE Signal Pro-
cessing Letters, vol. 6, pp. 1-3, January 1999.

[0161] 18.A. Kawamura, W. Thanhikam, and Y. liguni, “A
speech spectral estimator using adaptive speech probabil-
ity density function,” Proc. Eusipco 2010, pp. 1549-1552.
1) A method of providing a speech intelligibility predictor

value for estimating an average listener’s ability to under-

stand of a target speech signal when said target speech signal
is subject to a processing algorithm and/or is received in a
noisy environment, the method comprising
a) Providing a time-frequency representation x(m) of a
first signal x(n) representing the target speech signal in a
number of frequency bands and a number of time
instances, j being a frequency band index and m being a
time index;

b) Providing a time-frequency representation y,(m) of a
second signal y(n), the second signal being a noisy and/
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or processed version of said target speech signal in a
number of frequency bands and a number of time
instances;

¢) Providing first and second intelligibility prediction
inputs in the form of time-frequency representations
x*(m) and y;*(m) of the first and second signals or
signals derived there from, respectively;

d) Providing time-frequency dependent intermediate
speech intelligibility coefficients d,(m) based on said
first and second intelligibility prediction inputs;

e) Calculating a final speech intelligibility predictor d by
averaging said intermediate speech intelligibility coef-
ficients d (m) over a number J of frequency indices and
a number M of time indices;

wherein the speech intelligibility coefficients d,(m) at given
time instants m are calculated as

N2

2, 5m=rgjm=rys)

dj (m) _ n=N1
N2 N2
Dt 3, by =
=Nl n=N1

where x,*(n) and y *(n) are the effective amplitudes of the j’th
time-frequency unit at time instant n of the first and second
intelligibility prediction inputs, respectively, and where
N1=m=N2 andr,., and r,. are constants.

2) A method according to claim 1 wherein M is larger than
or equal to N=(N2-N1)+1.

3) A method according to claim 1 wherein the number M of
time indices is determined with a view to a typical length of a
phoneme or a word or a sentence.

4) A method according to claim 1 wherein

1 N2 1 N2
Ty = i = Nl;Ixj(Z) and rys = iy = N;ﬂ i

are average values of the effective amplitudes of signals x*
and y* over N=N2-N1+1 time instances.

5) A method according to claim 1 where the effective
amplitudes y*/m) ofthe second intelligibility prediction input
are normalized versions of the second signal with respect to
the target signal x,(m), y* =9y, (m)-c,(m), where the nor-
malization factor o is given by

ol—

m

> xm?

n=m-N+1
ajim)= -

3 ym?

n=m-N+1

6) A method according to claim 5 where the normalized
effective amplitudes §; of the second signal are clipped to
provide clipped effective amplitudes y*, where

y*(m)=max(min(

F5{m) 5 m)+107P 2%, () x ()10~ 20 (m)),
to ensure that the local target-to-interference ratio does not
exceed [ dB.
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7) A method according to claim 1 wherein the final intel-
ligibility predictor d is transformed to an intelligibility score
D' by applying a logistic transformation to d of the form

100
" l+explad +b)’

v

where a and b are constants.

8) A method of improving a listener’s understanding of a
target speech signal in a noisy environment, the method com-
prising

a) Providing a final speech intelligibility predictor d
according to the method of claim 1;

b) Determining an optimized set of time-frequency depen-
dent gains g(m),,,, which when applied to the first or
second signal or to a signal derived there from, provides
a maximum final intelligibility predictor d,, .

¢) Applying said optimized time-frequency dependent
gains g(m),,,, to said first or second signal or to a signal
derived there from, thereby providing an improved sig-
nal o,(m).

9) A method according to claim 8 wherein said first signal
x(n) is provided to the listener in a mixture with noise from
said noisy environment in form of a mixed signal z(n).

10) A method according to claim 8 comprising

b1) Providing a statistical estimate of the electric represen-
tations x(n) of the first signal and z(n) of the mixed
signal,

d1) Using the statistical estimates of the first and mixed
signal to estimate said intermediate speech intelligibility
coefficients d,(m).

11) A method according to claim 10 wherein the step of
providing a statistical estimate of the electric representations
x(n) and z(n) of the first and mixed signal, respectively, com-
prises providing an estimate of the probability distribution
functions of the underlying time-frequency representation
x,(m) and z(m) of the first and mixed signal, respectively.

12) A method according to claim 10 wherein the final
speech intelligibility predictor is maximized using a statisti-
cally expected value D of the intelligibility coefficient, where

1 1
D=Eld] = E[m; dj<m>[: m; Eld;m),

and where E[¢] is the statistical expectation operator and
where the expected values B[d,(m)] depend on statistical esti-
mates, e.g. the probability distribution functions, of the
underlying random variables x (m).

13) A method according to claim 8 wherein a time-fre-
quency representation z,(m) of said mixed signal z(n) is pro-
vided.

14) A method according to claim 13 wherein said opti-
mized set of time-frequency dependent gains g(m),,, are
applied to said mixed signal z,(m) to provide said improved
signal o(m).

15) A method according to claim 14 wherein said second
signal comprises, such as is equal to, said improved signal
o/m).

16) A method according to claim 8 wherein said first signal
x(n) is provided to the listener as a separate signal.
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17) A method according to claim 16 wherein a noise signal
w(n) comprising noise from the environment is provided to
the listener.
18) A method according to claim 17 wherein said noise
signal w(n) is transformed to a signal w'(n) representing the
noise from the environment at the listener’s eardrum.
19) A method according to claim 17 wherein a time-fre-
quency representation w/m) of said noise signal w(n) or said
transformed noise signal w'(n) is provided.
20) A method according to claim 16 wherein said opti-
mized set of time-frequency dependent gains g(m),,, are
applied to the first signal x,(m) to provide said improved
signal o,(m).
21) A method according to claim 20 wherein said second
signal comprises said improved signal o,(m) and said noise
signal w (m) or w'(m) comprising noise from the environ-
ment.
22) A speech intelligibility predictor (SIP) unit adapted for
receiving a first signal x representing a target speech signal
and a second noise signal y being either a noisy and/or pro-
cessed version of the target speech signal, and for providing a
as an output a speech intelligibility predictor value d for the
second signal, the speech intelligibility predictor unit com-
prising
a) A time to time-frequency conversion (T-TF) unit adapted
for
1) Providing a time-frequency representation x,(m) of a
first signal x(n) representing said target speech signal
in a number of frequency bands and a number of time
instances, j being a frequency band index and m being
a time index; and

i) Providing a time-frequency representation y,(m) of a
second signal y(n), the second signal being a noisy
and/or processed version of said target speech signal
in a number of frequency bands and a number of time
instances;

b) A transformation unit adapted for providing first and
second intelligibility prediction inputs in the form of
time-frequency representations x *(m) and y,*(m) of the
first and second signals or signals derived there from,
respectively;

¢) An intermediate speech intelligibility calculation unit
adapted for providing time-frequency dependent inter-
mediate speech intelligibility coeflicients d(m) based
on said first and second intelligibility prediction inputs;

d) A final speech intelligibility calculation unit adapted for
calculating a final speech intelligibility predictor d by
averaging said intermediate speech intelligibility coef-
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ficients d,(m) over a predefined number J of frequency
indices and a predefined number M of time indices.

23) A speech intelligibility predictor unit according to
claim 22 adapted to calculate the speech intelligibility pre-
dictor value according to the method of claim 1.

24) A speech intelligibility enhancement (SIE) unit
adapted for receiving EITHER (A) a target speech signal x
and (B) anoise signal w OR (C) a mixture z of a target speech
signal and a noise signal, and for providing an improved
output o with improved intelligibility for a listener, the speech
intelligibility enhancement unit comprising

a) A speech intelligibility predictor unit according to claim

22,
b) A time to time-frequency conversion (T-TF) unit for
i) Providing a time-frequency representation w,(m) of
said noise signal w(n) OR z,(m) of said mixed signal
z(n) in a number of frequency bands and a number of
time instances;

¢) An intelligibility gain (IG) unit for

i) Determining an optimized set of time-frequency
dependent gains g,(m),,,, which when applied to the
first or second signal or to a signal derived there from,
provides a maximum final intelligibility predictor
d

i) Applying said optimized time-frequency dependent
gains g(m),,, to said first or second signal or to a
signal derived there from, thereby providing an
improved signal o(m).

maxs

25) A speech intelligibility enhancement unit according to
claim 24 adapted to implement the method according to claim
8.

26) A tangible computer-readable medium storing a com-
puter program comprising program code means for causing a
data processing system to perform at least some of the steps,
such as a majority or all, of the method of claim 1, when said
computer program is executed on the data processing system.

27) A data processing system comprising a processor and
program code means for causing the processor to perform at
least some, such as a majority or all, of the steps of the method
of claim 1.

28) A data processing system according to claim 27
wherein the processor is a processor of an audio processing
device, e.g. acommunication device or a listening device, e.g.
a hearing instrument.



